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Abstract— Requirements engineering is a critical phase in software 

development. Errors committed in the requirements become costly problems 

later on. Artifacts described in natural language are the most suitable for the 

participants of the process: experts and the software development team. But, 

natural language can have some issues because of the diversity of participants' 

writing and reading specifications. Thus, it is necessary to guide and assist the 

production of these artifacts. This paper proposes an approach to acquire 

specifications collaboratively checking the writing style and synthesizing a 

conceptual model to summarize the specification to help participants to have an 

overview of the knowledge gathered in order to provide a consistent and 

coherent model. This paper also describes a prototype that uses natural 

language processing and artificial intelligence tools to support the process.  

Keywords- requirements; conceptual model; natural language. 

1. Introduction

Requirements engineering is a critical stage of software development. Errors 

made at this stage can cost up to 200 times to repair [5]. In this stage, two different 

groups of people participate: clients that state their needs and knowledge to be 

included in the software application, and the development team that has to understand 

the specification to provide a software application that satisfies it. Experts and 

development team belong to different worlds and use different languages [28]. The 

experts use the language of the domain while the development team uses a computer 

science language. To cope with this communication gap it is important to use artifacts 
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in natural language [23]. Nevertheless, natural language specifications can have many 

defects [17] [25]. For example, they can have an ambiguity that can appear in 

different ways. One type of ambiguity is vagueness; that is, expressions can have 

situations that are not defined (for example, borderline cases) [4]. 

Kernel sentences [18] [10] also known as basic sentences, are declarative 

constructions, in active voice, always affirmative with only one verb. Requirements 

specifications generally are described using long sentences, and this characteristic 

increases the possibility of the presence of ambiguity in them [14]. Thus, with the 

objective of simplifying the sentences and reducing their complexity, it is very useful 

to use kernel sentences to specify requirements [7]. Kernel sentences can help to 

reduce some defects in the requirements specification, but there are some other issues 

like duplication or inconsistency, that need a model synthesis technique to summarize 

and organize the requirements [35]. Moreover, the synthesis of a large set of 

requirements is a good technique to cope with the complexity [20] [13], and to 

improve the quality of the requirements regarding cohesion and consistency [11]. 

This paper proposes an approach that receives a natural language specification 

as input and provides some feedback by analyzing the text according to the kernel 

sentences writing style, and derives from the text a conceptual model. It is important 

to mention that the input of the approach (the specification) should not have any 

specific format. It should only be a specification in natural language. Then, the 

conceptual model obtained as output includes concepts, attributes and relationships. 

The rest of the paper is organized in the following way. Section 2 describes some 

background about kernel sentences. Section 3 details our contribution, the proposed 

approach. Section 4 describes the tool to support the process. Section 5 reviews some 

related work. Finally, Section 6 discusses some conclusions. 

2. Kernel Sentence

A kernel sentence is a simple construction with only one verb. It is also active, 

positive and declarative. For example, let’s consider the kernel sentence “The client 

deposits on the account.” It states that the subject “client” performs an action 

(“deposits”) on a certain object (“account”). Another example of a kernel sentence is 

“The client of the bank opens an account”. This sentence has the same structure while 

it describes a different action (“opens”), and the subject is described in more detail 

(“client of the bank”). This is a very simple example, and we know that “client” and 

“client of the bank” refers to the same subject, but in a complex new domain, this 

synonym could not be so easy to identify. Now, consider a couple of sentences that 

are not kernel sentences. The first one, “The client deposits and adds interest into the 

account”, has two verbs. And it is no completely correct. It is right that the client 

deposits money into the account, but the interest is added by the bank and not by the 

client. That is why simple (kernel) sentences are better for specifying software. The 

second one, “The account is opened” is written in passive voice, and it also misses the 

real subject who performs the action. It could be the client, but it also could be the 

company that the client works for and decided to open an account to pay his salary. 

These are two simple examples of how can kernel sentences writing style help to 

improve specifications. 
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3. The Proposed Approach

The proposed process has the objective of providing a conceptual model that 

summarizes a set of artifacts specified through natural language. The proposed 

approach analyzes every sentence to obtain concepts, relations and behavior. As an 

intermediate result, the proposed approach suggests checking some characteristics of 

the sentences in order to improve their description according to the kernel sentences 

philosophy. The process proposed considers two different activities: (i) kernel 

sentence checking, and (ii) conceptual model derivation. The specification is the input 

of the approach, which is provided to the kernel sentence checking activity. As a 

result of this activity, some feedback is provided to the experts. Then, the conceptual 

model activity produces the output. The proposed approach provides some rules to 

identify concepts, relationships and behavior. Moreover, two sets of words (or 

expressions) are considered to help the application of the rules: the set of candidate 

concepts and the set of excluded concepts (both sets can also be empty). 

Let’s consider the following example with one specification that does not satisfy 

kernel sentence principles: “The client of the bank opens and closes an account. The 

client deposits and withdraws in the account.” The proposed approach will provide 

the feedback that both sentences have more than one verb. Then, considering that the 

set of the candidate and the excluded concepts are empty, the approach will identify 

the following concepts: “client” and “account”. The concept “client” will have no 

behavior and the concept “account” will have the behavior: “open”, “close”, 

“deposit”, and “withdraw”. Finally, the concept “client” will have an association with 

the concept “account”. Figure 1 summarizes the proposed approach and the example.  

Figure 1. Simple derivation of the conceptual model 
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The first activity, kernel sentence checking, relies on analyzing the structure of 

the sentences used in the specification to assess whether they satisfy the philosophy of 

the kernel sentences or not. Four checking are performed: (i) tacit subject, (ii) 

multiple verbs, (iii) passive voice, and (iv) the presence of adjectives and adverbs. 

The second activity consists of deriving the conceptual model, which is performed 

through the identification of the following elements: (i) concepts, (ii) behavior, and 

(iii) relationships (two types of relationships: composition and association).

The first task, the identification of concepts, relies on identifying the nouns [3] 
that can be found as the subject and the direct object of the sentence. For example, 

“The client opens an account” sentence has two nouns “client” and “account”, and 

both should be identified as concepts. This task is enriched with two sets provided by 

the experts: a set of candidate concepts and a set of excluded concepts. Since 

requirements use domain-specific expression it is valuable for these sets to avoid the 

biases of the automatic identification [13]. These candidate and excluded concept sets 

are simple lists of words and expressions that are used in combination with the noun 

identification to identify complex expressions as noun or to compare with the nouns 

identified to discard it. The prototype described in the following section uses these 

lists to train a machine-learning component. Let’s consider the sentence, “The client 

of the bank opens an account”. There are two nouns in the subject: “client” and 

“bank”; thus, the rule will identify both as different concepts. Nevertheless, the 

concept “client of the bank” is a concept including two nouns. Thus, candidate 

concepts set should include “client of the bank” to identify it. Let’s consider the 

sentence “The client losses his card,” where the concept “card” is beyond the scope of 

the system. To avoid being identified, “card” should be included in the excluded 

concepts set.   

The second task, the identification of behavior, relies on identifying verbs in 

between two concepts. Particularly, the verb is a behavior of the second concept [3]. 

Let’s consider the sentence “The client opens an account” the verb “opens” should be 

defined as a behavior associated to “account”. 

The third task, the identification of relationships, can be split into two subtasks: 

the identification of composition and association. The composition can be identified 

by looking for concepts (nouns) that appear on the same side of the verb [19]. Let’s 

consider the sentence, “The client of the bank opens an account”. If “client of the 

bank” is not added as a concept candidate set, two concepts are identified “client” and 

“bank”. Since both appear in front of the verb, “client” should be part of “bank” (the 

first noun is part of the second one). Association can be identified by looking for 

concepts (nouns) that appear on different sides of the verb [3]. Let’s consider the 

sentence “The client opens an account”; the concept “client” is associated with the 

concept “bank”.  

4. Tool Support

A software prototype that can be used to support the application of the proposed 

approach was implemented. The prototype is a web application implemented 

following a service-oriented architecture. The core of the application and its services 

are implemented in Python [29], while the web components are implemented with 
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Django [12], and the APIs are implemented with Flask [15]. Python [29] is also used 

to communicate to the Spacy [33] and the NTLK [26] libraries used to deal with 

natural language processing, as well as TensorFlow [34] and Sklearn [32], the 

machine learning components. These two technologies are particularly used to 

improve the identification of concepts as a complement of the rules. They are trained 

with the candidate and excluded concepts set. Finally, the framework Plant UML [27] 

is used to display the model. It is important to mention that the prototype includes 

many libraries because is a framework that can be extended to provide different 

functionality easily. The prototype implements two roles of users, (i) administrators of 

the projects and (ii) experts/analysts. The administrator of the projects can create 

projects by adding users and defining the type of artifacts they are going to use. The 

experts and analysts can add contributions, that is, add new artifacts or edit artifacts 

created by another one. While the user types the text, the application checks whether 

the sentence satisfies the characteristics of a kernel sentence. If something wrong is 

detected, the application informs the issue.  

5. Related works

Shuttleworth et al. [31] propose a semi-automatic approach to generate a 

conceptual model from descriptions of a phenomenon. They use pattern-based 

grammatical rules and an NLP dependency parser as we do. Nevertheless, they do not 

use machine learning techniques. Robeer et al. [30] propose to automatically derive 

conceptual models from User Stories. Their conceptual model is not as rich as ours. 

Lucassen et al. [24] are also concerned about providing a conceptual model. This 

approach is automated with no human participation. We believe that human 

participation is vital to building the knowledge iteratively. Fliedl et al. [16] present a 

strategy to perform the analysis of complex sentences such as 'if/then constructions; it 

is interesting the analysis of conditional sentences. Letsholo et al. [22] propose a tool 

for automatically constructing analysis models that relies on a set of conceptual 

patterns. It is an interesting approach, although the results are conditioned by the 

patterns used. Kashimira et al. [21] also deal with natural language specification to 

derive a conceptual model, but they specifically derive an entity-relationship model. 

Al-Safadi et al. [1] proposed a semi-automated approach for the design of databases 

in enhanced-ERD notation using semantic analysis of the content. Bogatyrev et al. [6] 

present a framework for conceptual modeling that combines the usage of conceptual 

graphs and Formal Concept Analysis. 

6. Conclusions and future work

This paper proposes an approach to derive a conceptual model from 

specifications written in natural language. Moreover, the proposed approach also 

checks the written style and suggests if necessary to improve the style according to 

the kernel sentences philosophy. We have performed a preliminary evaluation of the 

applicability of the process using the Systems Usability Scale (SUS) [8] [9]. Although 

SUS is mainly used to assess the usability of software systems, it was proven to be 
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effective in assessing products and processes [2]. The proposed approach can be used 

in different scenarios. It can be used to assist a single analyst eliciting from a large 

number of sources or it can also be used in a collaborative elicitation process where 

many contributors provide their requirements. In both cases, the objective of the 

proposed approach is to provide an overview of the whole consolidated knowledge in 

order to help to write a consistent and coherent specification. This approach is part of 

a bigger approach. We are working in a big process that considers different inputs: 

large documents (produced for a legacy system), short pieces of information 

(produced by instant messaging or similar), and specification produced by experts. 

Although we have developed and tested some pieces of this general approach, we 

have to continue working on the development of the tool, mainly on usability and 

performance issues. 
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