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Abstract. MDA is a software devel opment framework where the coreisa set of
automatic transformation of models. One of these models, the CIM, is used to
define the business process model. Though a complete automatic construction
of the CIM is not possble, we think we could use some requirements models
and strategies adapting them to be used in the MDA framework. We present an
OCL based transformation to dbtain a structural object-oriented CIM from
natural language oriented models.
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1. Introduction

The Modéd Driven Architedure [1], known as MDA, is a framework for software
development defined by the OMG [2]. Key to MDA is the importance of modds and
transformations between them in the software development process MDA defines
how models defined in one language @n be transformed into models in other
languages. An MDA development process generaly begins with a Computer
Independent Modd (CIM) which describes the business gstem independently of the
software system to be implemented. There is not too much work on this model, and
although it is not posshle to construct it automatically [3], there are some works in
thisdiredion [4].

We have bean working with natural language oriented models which describe the
Universe of Discourse [5]. In particular, we have defined manual derivation strategies
to oltain objed conceptual models [6, 7] and formal spedfications[8] from them. We
think that some of these manual strategies may be formalized in order to define a
semiautomatic transformation from natural language oriented models to a CIM.
Through this transformation it would be possble to integrate these models in the
MDA framework.

In this paper we present an OCL [9] based transformation processto define a CIM
from natural language oriented models, concretely the Language Extended Lexicon
(LEL) and the Scenario Modd [5]. We aso discusshow Reguirements Engineeing
models can fit into the MDA framework, and the posshiliti es, difficulti es and benefits
of defining automatic transformations in the first stage of development.



The paper is organized as foll ows. Sedion 2 introducesthe MDA Framework. Sedion
3 briefly describes the natural language oriented models used. Sedion 4 presents our
transformation process exemplifying and discussng each rule. In Sedion 5 we
discuss the automatic transformation process Finally, Sedion 6 presents sme
conclusions and future work.

2. The MDA Framework

MDA is an approach to the full li fegycle integration of enterprise systems comprised
of software, hardware, humans, and businesspractices. MDA is based on moddling
different aspeds and levels of abstraction of a system, and exploiting
interrelationships between these models [10]. In MDA, al artifacts such as
requirements gedfication, architedure descriptions, design descriptions, and code
are regarded as models.
One of the key features of this framework is the notion of automatic transformations
that are used to modify one model in order to oltain another one. MDA defines how
models expressed in one language @an be transformed into modelsin other languages.
The Modée-Driven development is divided into the foll owing main steps [1]:

e Construct a model describing the business gstem that is called Computer

Independent Mode (CIM).
» Construct a model with a high level of abstraction that is called Platform
Independent Mode (PIM).

e Transform the PIM into ane or more Platform Spedfic Modds (PSMs).

» Transform the PSMVIs to code.
A transformation describes how a model in a source language (source model) can be
transformed into a model in atarget language (target model). The successof MDA
depends on the definition of transformation languages and tods that make a
significant impact on full forward engineeaing processes. MDA is gill evolving and
many products claim to be mmplaint with it.

3. Natural Language Oriented Requirements M odels

The modds presented in this dion are well known, used and accepted by the
Requirements Engineaing community. A complete description of them can be found
in[5]. The models are;

Language Extended Lexicon (LEL): It is a structure that all ows the representation
of significant symbds of the Universe of Discourse. It is composed by a set of
symbds which have a name (and a set of synonyms), notions, and behavioral
responses. LEL symbds define ohjeds, subjeds, verbal phrase and states. When
describing LEL symbds two rules must be foll owed simultaneoudly: the "circularity
principle’ and the “minimum vocabulary principle".

Scenario Model: A scenario describes stuations in the Universe of Discourse. A
scenario is conneded to the LEL and it is composed by: atitle to identify it, a goal
describing its purpose, a context to define geographical and temporal |ocations and
preaonditions, actors which are antities actively involved in the scenario generally
persons or organizations, a set of resources that identify passve antities with which



actors work, and a set of episodes where each episode represents an action performed
by actors using resources. An episode may be explained as a scenario; this enables a
scenario to be split i nto sub-scenarios.

4. The OCL based transformation processto definea CIM

In this £dion we present a processto oltain an objed diagram representing the
structural aspeds of a CIM. The process consists of a set of steps that apply OCL
based tranformation rules to natural language oriented models to define an objed
oriented dagram. These rules come from the formali zaion of some of the heuristics
proposed in [6, 8], where a complete description can be found.

The processtakes as the source model a LEL and a Scenario model from a concrete
case study, and foll ows the steps described below to arganize the application of the
transformation rules:

- ldentification o classs: taking as input LEL symbds classfied as sibjeds and
objeds, transformation rules named TRC1 and TRC2 propose the definition of one
classfor each symbd. TRC2 also defines the methods for the dasses coming from
obed LEL symbds.

- ldentification o methods. considering behavioural responses of subjed LEL
symbds, transformation rule named TRM1 defines the methods for the dasses
coming from subjed LEL symbds (oktained after applying TRC1). Then,
transformation rule TRM2 completes the @rresponding parameters.

- Identifi cation o relationships: the objed diagram is compl eted with the definiti on of
inheritance aggregation and association relationships through transformation rule
TRR by analysing notions of LEL symbd s defined as classes.

It is important to remark that this drategy must be mmplemented with the
participation of software engineas who will adjust the results obtained after the
application of the transformation rules.

All the tranformation rules mentioned above are cmmpletely described in Sedion 4.2.

4.1 Sourceand Target Models

Our target modd are the Core Package Relationships and the Core Package Backbone
from UML V1.5 metamode [11] that show the structural aspeds of a classdiagram.
To describe the tranformation rules between the source and target models in a
consistent way, we must describe LEL and Scenario Model using an UML objed
diagram. In this way, we @n manage the transformation between them in OCL.
Figure 1 shows this UML objed diagram which was defined considering the structure
and the construction processof LEL and Scenario Model proposed in [5].

4.2 The Transformation Rules

This ®dion describes the transformation rules that al ow the mapping between the
models. The transformation language we use is based on the transformation language
proposed in [1, 9], which isan OCL extension. Each transformation rule spedfication
contains a name, thesignature, abrief natural language description, and the OCL
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Figure 1. Object-oriented diagram of LEL and Scenario M odel

spedfication. Parameters may be any of the mmponents of the requirements model
shown in Figure 1 or any of the components of the target model, referenced in each
transformation rule as RM and UML respedively. Besides, another parameter may be
included to represent the transformation process model, identified as TP, which
contains all the dasses with the dictionaries of the language used in the mnstruction
of the requirements models (an Engli sh dictionary in this case).

Weill ustrate the appli cation of each rule with examples taken from aMilk Production
System [8]. In some rules we also mention how the result would have been if we had
used the manual strategies proposed in [6, 7, 8].

TRC1: Transformation SubjectToClass (RM, UML, TP)
-- Description: Each subjed LEL symbad becmmes a UML class. The attributes are
defined as follows: for each ndion that does not contain a LEL symbadl, the
transformation identifi es nours and cefines them as attributes.
SOURCE: S1: RM:: Symbol

D: TP:: Dictionary



TARGET: C1: UML :: Class
SOURCE CONDITION
Sl.classification :: subject
TARGET CONDITION
Cl.name = Sl.isldentifiedBy - first()
let
plainNotions :Set =
Sl.isDefinedBy - excludes (n/ n.mentions -> notempty())
nounofNotions: Set =
plainNotions - collect(n/ D.returnNouns(n.description)) asSet
at: OrderedSet=
Cl.features — collect (f/ f.ocllsTypeOf (Attribute))

at — forAll (a/ nounofNotions — one (n: String / n = a.name))

DAIRY FARMER
NOTION
Personin charge of al the activitiesin adairy farm.
He hasaname.
Hehasasdary.
He may have one or more anployees.
BEHAVIOURAL RESPONSE
He assgnsto a group each cow of the dairy farm.
He saves birth.
He computesindvidual production of a group.
He comnutes hirth date for each dairv cow or heifer.

Figure 2. Dairy Farmer LEL Symboal

Figure 2 shows a LEL symbd defining a Dairy Farmer. By applying the
transformation rule TRC1, the dass $iown in Figure 3 is defined:

DairyFarmer

name
salary
employees

Figure 3. Dairy Farmer class

One of the main problems of this transformation isthat it misses noun groups. Asthe
method returnNouns, belonging to the Dictionary class only deteds sparate nouns,
every noun is a potential attribute, thus generating more and sometimes inappropriate
attributes. However, noun groups detedion may be included following linguistic
approaches[12, 13].

TRC2: Transformation ObjectToClass (RM, UML, TP)

-- Description: Each oljed LEL symbd beomes a UML class The attributes are
defined as follows: for each ndion that does not contain a LEL symbdl, the
transformation identifies nours and defines them as attributes. Methods are defined
addng ET and GET prefixes for each attribute.



SOURCE: S1: RM:: Symbol
D: TP :: Dictionary
TARGET: C1: UML :: Class
SOURCE CONDITION
Sl.classification :: object
TARGET CONDITION
Cl.name = Sl.isldentifiedBy - first()
let
plainNotions: Set =
Sl.isldentifiedBy - excludes (n/ n.mentions - notempty())
nounOfNotions: Set =
plainNotions - collect(n/
D.returnNouns(n.desription)) asSet
at: OrderedSet=
Cl.features — collect (f/ f.ocllsTypeOf (Attribute))
oper: OrderedSet =
Cl.features - select (f/ f.ocllsTypeOf(operation))
in
at - forAll (a/nounsOfNotions -
one (n: String /n=a.name))
oper - forAll(lo/ at —» one(a / o.name = “set” concat
(a.name) or o.name = “get” concat (a.name)))

The application of the transformation rule to the objed LEL symbd Plot, whose
notion isdescribed in Figure 4, gives asresult the dassand attributes $own in Figure
5. By applying the manual heuristics from [6, 8], we would have oltained the
following attributes: identification, location (discarded by TRC2 because the notion
contains a LEL symbd), size, starting date (TRC2 only considers the noun date),
period of duration (TRC2 takes each of them separately). In bath last cases, the
problem is that the dictionary does not reaognize noun groups, as we have mentioned
before. Besides, the attribute days obtained applying TRC2 would not be an attribute
following the manual approach because human judgement would have reali zed they
are the way in which periods are measured.

Plot
identification
PLOT size
NOTION date
Itisapart of afield. period
It has an identification. duration
It hasalocationinside the field. days
Ithasasze
It hasadtarting chte. setldentification()
It has an approximated period d durationin days. getldentification()
Inany timeit isoccupied by ore group.
Figure4. Plot LEL Symbol Figureb5. Plot class

TRM1: Transformation SubjectBehavior alResponsesT oM ethods(RM, UML,TP)
-- Description: Each behavioral resporse of a subjed LEL symbol modeled asa class
by TRC1 becomes a method

SOURCE: S1: RM:: Symbol



D: TP :: Dictionary

-- D. ProcessString deletes spaces between strings, and deletes articles, prepositions
and conjunctions, returning nouns and verbs concatenated by _
TARGET: C1: UML :: Class
SOURCE CONDITION

Sl.classification:: subject

Cl.name = Sl.isldentifiedBy - first ()
TARGET CONDITION

let
behavioralNames : Sequence =
Sl.has - (collect (br/ D.processString (br))) - AsSequence
methods : Sequence =
Cl.features - collect (f/ f.oclilsTypeOf(Operation))
in

methods - forAll ( m/ behavioralNames - one (n: String /
n= m.name))

Applying the transformation rule TRM1 to the LEL symbd shown in Figure 2, the
methods described in Figure 6 are obtained.

DairyFarmer

saves_birth()
computes_individual_production_group()
assign_group_each_cow_dairy_farm()

Figure 6. Methods of Dairy Farmer class

TRM2: Transfor mation SubjectlnformationToM ethodParameter (RM, UML)
-- Description: Each behavioral resporse of a subjed LEL symbdl originates a
scenario [5]. Thisis modeled with the relationship becomesTo (Figure 1). The rule
models actors and resources of each scenario as parameters of the method oliained
by TRM1 from the behavioral response that originated the scenario. The actor
referring to the subjea LEL symbal in considerationis exduded.
SOURCE: S1: RM:: Symbol
TARGET: C1: UML :: Class
SOURCE CONDITION
Sl.classification :: subject
Cl.name= Sl. isldentifiedBy - first ()
TARGET CONDITION
let
opers: OrderedSet =
Cl.features - select (f/ f.ocllsTypeOf(Operation)

opers - forAll( o/ o.parameter =

(S1.has - select (description=0.name).becomesTo.has -
collect (name)) union

(S1.has - select (description=0.name).becomesTo.involves
- excludes (S1) - collect (name)))



For example, for each method previously defined by TRM1 (Figure 6), parametersare
identified considering the scenariosinvolved: Assgn a group to a cow, Manage birth,
Compute group individual production [8]. As parameters come from resources and
actors, they are modeled as classes when the crresponding resource and actor is a
subjed or objed LEL symbd (TRC1 and TRC2); for example, parameters cow and
groupForm in the method assgn_group_each_cow_dairy farm (Figure 7). When the
resource or the actor does not belong to the LEL, two things may happen. It may be a
word that does not need a LEL entry because it belongs to the minimum vocabulary
[5], or it may represent a set. In the first case, it is modeled with a primitive dassor
type (parameter date, Figure 7), and in the seaond one no new classes are nealed
because the parameter is a st of a class aready defined (parameter
li stOfCurrentGroup, Figure 7, correspondsto a set of group).

DairyFarmer

saves_birth(cow, calfdateofBirth, bithForm, dairyFarm, setCows)
computes_individual_production_group(group, period, milkForm, groupForm)
assign_group_each_cow_dairy_farm(cow, date, listOfcurrentGroup, groupForm)

Figure 7. Defining par ameter s to methods of Dairy Farmer class

TRR: Transformation L EL RelationshipsT oClassRelationships (RM, UML, TP)
-- Description: This transformation appiesto subjed aswell asobjed LEL symbals.
Notions of a LEL symbadl, called L1, modeled as a classare andyzed in order to
deted other LEL symbadls also defined as classes. For each LEL symbad deteded,
named L2, the definition d an assciation relationship between the @rrespondng
classesis considered, taking into accourt the foll owing issues:

INHERTANCE RHEATIONSHIPS. L1 and L2 have the same dassfication (objed or
subjed). Besides, L1 appears in ore of the nations of L2. The involved naions of L1
andL2 contain, in acomplementary way, two kind d verbs[13]: bottomrupverbs (is
a, isa type of, isa classof) or or top-down verbs (is, may be, may be dassfied as,
classfies as).

AGGREGATION RELATIONSHIPS. in the nations of the LEL symbd considered as
container, verbs of the type "comporent_composition verb" must appear [13]: "to
consist / to contain / to include / to form, to compose, to dvide" (these threelast in
passve wice). In the nations of the “comporent” symbd, verbs of the type
content_compaosition_verb must appear [13]: "it is part, it belongs, it isa comporent,
it is included", among dhers. As it is not posshle to auomatically distingush
between an aggegation a a compasition relationship, the transformation rule
defines the relationship as an aggegation.

ASSCIATION RELATIONSHIPS. any relationship between LEL symbadls that does not
represent a relationship o the previous types, represents an asociation. The veb
that appears in the nation (classfied as general verb in[13]) istaken asthe name of
the aswociation.

A complete justifi cation for TRRmay be foundin [6] .

! We dedded to diminate the verbs to have and to poss as indicators of aggregation relationships snce
from our experience, they are ommonly used by stakehddersto describe properties of concepts.



SOURCE: S1: RM:: Symbol
D1: TP:: Dictionary
TARGET: C: UML :: Class
SOURCE CONDITION
C.name = Sl.isldentifiedBy(first)
TARGET CONDITION
let
cadidatelnheritanceNotions: Set=
Sl.isDefinedBy - select (D1.BottonUpVerbsincludes(n.description))
CandidateAggregationNotions: Set=
Sl.isDefinedBy - select(D1.Component_Composition.Includes(n.description))
CandidateAssociationNotions: Set=
Sl.isDefinedBy - excludes(cadidatelnheritanceNotions union
candidateAggregationNotions)
in
cadidatelnheritanceNotions - forAll (n.mentions - exists (s: Symbol / s.classification =
Sl.classification and Class.allinstances— exists (c1 / cl.name = s.name) and
s.isDefinedBy - exists(nl/ nl.mentions-> includes(S1) and
D1.TopdownVerbsincludes (nl.description)))
implies G.ocllsTypeOf(Generalization) and G.child = c1 and G.parent = C
and cl.generalization = G and C.especialization = G)®
candidateAggregationNotions - forAll (and n.mentions - exists (s: Symbol /
s.classification = Sl.classification and (Class.allinstances - exists (c1 / cl.name =
s.name)) and s.isDefinedBy - exists (n:notion / D1.
Content_Composition_Verblincludes (n.description) and n.mentions - includes (S1)))
implies A.ocllsTypeOf (Association) and A.connection — at(1).participant = C
and A.connection - at (1).aggregation = aggregate and A.connection -
at(2). participant= c1 and A.connection - at (2).aggregation=none)
candidateAssociationNotions - forAll(  n.mentions -  exists(s:  Symbol/
class.Allinstances - exists(c/c.name=s.name))
implies A.ocllsTypeOf(Association) and A.connection — at(1).participant= C
and A.connection - at (2).participant= cl)

By applying the transformation rule TRRto the LEL symbdsof Figure 8 weoktain a
hierarchy with Cow as the superclassand Dairy Cow, Heifer and Calf as subclasses.
Analyzing the LEL symbd Field shown in Figure 9, a notion with a LEL symbd
modeled as a class(Plot, Figure 5) containing the “component-composition” verbis
“divided into” is found. Besides, a “content-component” verb is found in the notion
of the LEL symbd Plot (“it isapart of ...”, Figure 4). Therefore, the transformation
rule TRR defines an aggregation relationship between Field and Plot classes.
Considering the LEL symbd Dairy Farmer (Figure 2), the transformation rule TRR
takes the notion “Person in charge of all the activities in a dairy farm.” becuse it
mentions another LEL symbd, Dairy Farm (Figure 10), modeled as a class
Inheritance and aggregation relationships are rejeded because the verb involved is a
general one. Then, a general asociation is defined between bath classs.

2 To simplify the OCL expresson we have omitted the expresson to define cl in the right side of each
implies expresson.



cow
NOTION

It may be a calf, a heifer, or adairy cow.

DAIRY COW

NOTION

It isafemale cow which has had at least ore calf.
CALF

NOTION

It isa cow of lessthan 12 months age.

HEIFER
NOTION
It isafemale cow of 12 months age or more which has not had a calf.

Figure 8. Some LEL symbols

FIELD
NOTION
Land where @ws eat pasture.

It has an identification.
It hasa predselocationin the dairy farm.

Ithasasize
DAIRY FARM
It has a pagture. NOTION

It has an hedare loading.
It isdivided into a set of plot.
It hasalist of previous plot.

It ismanaged byadairy farmer.

Figure 9. Field LEL Symboal Figure 10. Dairy Farm LEL Symbol

5. Discussing the Transformation Process

The application of the transformation rules allows a systematic definition of a
tentative ohjeda-oriented CIM. Though a manual derivation produces a better and
more accurate model definition, transformation rules are a starting point to deal with
the great amount of requirements information. They provide a systematic and
consistent way of defining CIM’s in MDA framework. The CIM should be later
refined by a human, who will corred and complete it.

Considering our experience with manual derivation strategies and the semiautomatic
transformation we propose in this paper, we want to discussthe foll owing issues:

- Our proposal is mainly based in the metamodel of LEL. The transformation rules
were defined considering the way in which the @ncepts of the Universe of Discourse
are described, explicitly defining structural and behavioral aspeds of them. For
example, definition of classes is based on the dassfication of LEL symbds,
automatically modeling one dassper each subjed or objed LEL symbd. The strategy
to find methods and parametersis also based on the structure of the model's. However,
to identify attributes we have to analyse the text of notions. In this first approach, we
follow a basic linguigtic strategy to find nouns in notions, causing some of the



problems presented in Sedion 4.2. In order to addressthis problem, and enhanceand
refine the strategy, alinguistic analysis must be done [12, 13, 14, 15].

- Wethink the freestyle to expressthe cntent of notions and behavioral responses of
LEL symbds makes difficult the automatic processng of the information they
describe. Manual heuristics could use human intelli genceto take the final dedsion. In
some @ses, it would be possbhle to define a standard form of writing without
restricting the power of expresson of natural language.

- Though LEL and scenarios have a predse structure, the use of natural language
allows the same semantics to be usually expressed with many different natural
language sentences. For example, in some @ses the same @ncept may be described
with a noun or averbal phrase since ech esential concept hasaroa expresson asa
noun, a verb o even as an adjedive [15]. The manual strategies already mentioned
use human judgement to dedde if averbal phrase should be modeled asaclassor asa
method. An automatic transformation takes always the same dedsion locsing, in some
cases, the real meaning of the esential concept. In our proposal LEL verbal phrases
remain as methods of classes modeling subjed LEL symbds. Wetakethisdedsion to
avoid the definition of classes with only one method, as advised in [16]. Later, this
may be modified by the software enginee..

Natural language oriented models are widdly used in requirements modeling due to
their well-known advantages [5]. This kind of requirements models have to be
reinterpreted by software engineas into a more formal design on the way to a
complete implementation. Therefore, a semiautomatic transformation to map their
knowledge into conceptual objed models would be really useful. Our proposal is a
first step into thisdiredion, aligning with the MDA framework.

6. Conclusions and Future Work

In this paper we have sketched a first proposal to define, in a semiautomatic way, an
early objet oriented CIM starting from natural language oriented requirements
models. The transformation processwe propose fits into MDA processas it can be
automated, and as a consequence it may be implemented by a tod, enhancing in this
way the mnstruction of the first MDA model, currently oltained in a manual way [1,
3]. In addition, we also take advantage of all the time and effort the definition of
requirements and business models consumes, thus reducing the gap between
requirements and other devel opment models.

Transformation rules are a concrete automatization of some of the manual heuristics
proposed in [6, 8], and then they involve fix dedsions about certain modeli zation
issies. As a consequence this drategy unavoidably needs wftware enginea’s
participation in order to adjust the results oktained after the application of the
transformation rules.

In order to complete the transformation process we must define the transformation
rules of the businessrule model [17], based on the manual heuristics proposed in [6].
We must also define transformation rules to include the dynamic aspeds of the
models; in this case, we want to define rules for the definition of interaction diagrams
from scenarios. To do this we may study approaches like [12, 14]. We also want to
study the posshility of formalizing other ohjed oriented model derivation strategies,
for example the proposal presented in [18] that defines an objed model from i*. As



another step to improve the cmplete strategy and making consistent sourceand target
models gedfication, we will propose an UML profile to define the requirements
models used in the transformation strategy.

As we have discussd in Sedion 5, it would be necessary to incorporate linguistic
approaches to achieve a better processng of the information. In addition, we have to
test the strategy in more @se studies.

Traceahility plays a crucial role. The transformation processwe have proposed al ows
the trace between the source and the target. However, we want to enhance this
medhanism by defining another complementary and independent model to capture
and represent the relationships created by the appli cation of the transformation rules,
asthe one proposed in [6].
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